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Contribution of semi-arid ecosystems to interannual
variability of the global carbon cycle
Benjamin Poulter1,2, David Frank3,4, Philippe Ciais2, Ranga B. Myneni5, Niels Andela6, Jian Bi5, Gregoire Broquet2,
Josep G. Canadell7, Frederic Chevallier2, Yi Y. Liu8, Steven W. Running9, Stephen Sitch10 & Guido R. van der Werf6

The land and ocean act as a sink for fossil-fuel emissions, thereby slow-
ing the rise of atmospheric carbon dioxide concentrations1. Although
the uptake of carbon by oceanic and terrestrial processes has kept
pace with accelerating carbon dioxide emissions until now, atmo-
spheric carbon dioxide concentrations exhibit a large variability on
interannual timescales2, considered to be driven primarily by terres-
trial ecosystem processes dominated by tropical rainforests3. We use
a terrestrial biogeochemical model, atmospheric carbon dioxide inver-
sion and global carbon budget accounting methods to investigate the
evolution of the terrestrial carbon sink over the past 30 years, with a
focus on the underlying mechanisms responsible for the exception-
ally large land carbon sink reported in 2011 (ref. 2). Here we show
that our three terrestrial carbon sink estimates are in good agree-
ment and support the finding of a 2011 record land carbon sink.
Surprisingly, we find that the global carbon sink anomaly was driven
by growth of semi-arid vegetation in the Southern Hemisphere, with
almost 60 per cent of carbon uptake attributed to Australian eco-
systems, where prevalent La Niña conditions caused up to six con-
secutive seasons of increased precipitation. In addition, since 1981,
a six per cent expansion of vegetation cover over Australia was asso-
ciated with a fourfold increase in the sensitivity of continental net
carbon uptake to precipitation. Our findings suggest that the higher
turnover rates of carbon pools in semi-arid biomes are an increas-
ingly important driver of global carbon cycle inter-annual variability
and that tropical rainforests may become less relevant drivers in the
future. More research is needed to identify to what extent the carbon
stocks accumulated during wet years are vulnerable to rapid decom-
position or loss through fire in subsequent years.

Each year, on average, land and ocean carbon sinks absorb the equiv-
alent of about half of the global fossil fuel emissions, thereby providing
a critical service that slows the rise in atmospheric CO2 concentrations1.
Emissions from fossil fuels and land-use change now exceed ten billion
tons or petagrams (Pg) of carbon per year, tracking the most carbon
intense emission scenarios of the Intergovernmental Panel on Climate
Change4. Even with this acceleration, the fraction of anthropogenic
emissions that accumulates in the atmosphere (the airborne fraction)
has remained largely unchanged since 1959 at 44% (ref. 2) (P 5 0.36 for
slope of linear regression). This implies that the uptake of carbon by ocean
and terrestrial processes has, to some extent, kept pace with accelerating
emissions owing to a range of possible factors, such as the fertilization
effect of increased CO2 and atmospheric nitrogen deposition on plant
growth, changes in growing season length, and land management5. In
addition to the continued uptake of CO2, the airborne fraction exhibits
large variability on interannual timescales, ranging between 18% and
79% during the past 54 years (ref. 2). This high interannual variability is
primarily driven by terrestrial processes, which must be better understood

in order for us to be able to forecast long-term biospheric responses to
climate change3.

High uncertainties in quantifying ecosystem processes mean that the
global terrestrial carbon sink is often estimated as the residual between
emissions from the combustion of fossil fuels, cement production and
net land-use change, and sinks combining accumulation in the atmo-
sphere and uptake by the ocean6. Using this method, the Global Carbon
Project reported in their annual assessment a 2011 residual land sink
of 4.1 Pg C yr21 (standard deviation 6 0.9 Pg C yr21), representing an
unusually large increase compared with the 2.6 6 0.8 Pg C yr21 decadal
average and the largest reported residual land carbon sink since mea-
surements of atmospheric CO2 began in 1958. The 2011 residual land
sink is indicative of several aspects of the debate surrounding the fate of
terrestrial ecosystems under environmental change. First, the large uptake
of carbon in 2011 continues a trend of increasing strength in the land
carbon sink over at least one decade1,7. Second, the large annual growth
anomaly in the land carbon sink raises questions regarding the growth
rate of atmospheric CO2 in coming years and how this is affected by the
allocation of sequestered carbon to either labile or more stable pools.
Lastly, increasing uncertainty in other terms of the global CO2 budget
has direct consequences on land sink estimates, for example, an over-
estimate of anthropogenic emissions would be assigned (owing to mass
conservation and current accounting schemes) as an erroneously large
land sink. Thus, attributing changes in net carbon uptake to carbon cycle
processes requires a range of methodological approaches.

Here, we investigate the evolution of the terrestrial carbon sink over
the past 30 years and the underlying mechanisms of the exceptionally
large 2011 residual land carbon sink in a long-term context using (1) a
‘bottom-up’ process-oriented terrestrial biosphere model, (2) a ‘top-down’
atmospheric CO2 inversion and (3) satellite observations of photosyn-
thetic activity and vegetation structure. We allocate net land carbon
uptake among specific geographic regions and provide a mechanistic
explanation for the climatic and CO2 response of net primary produc-
tion (NPP), heterotrophic respiration (Rh), and disturbance that sum
up to define net ecosystem exchange (NEE).

We find excellent agreement among the three different terrestrial car-
bon sink estimates that robustly support record 2011 land carbon uptake
(Fig. 1a; with uncertainty presented as 61 standard deviation). The
Lund–Potsdam–Jena (LPJ) dynamic global vegetation model (DGVM;
ref. 8) estimates a 2011 land sink of 3.96 1.3 Pg C yr21, a 1.36 0.6 Pg C yr21

anomaly compared to the 2003–2012 mean sink of 2.6 6 0.9 Pg C yr21

(Fig. 1a and Extended Data Table 1). Our atmospheric inversion (using
the Monitoring Atmospheric Composition and Climate (MACC-II)
inversion system; ref. 9) yields a 3.7 6 0.4 Pg C yr21 2011 land sink, equiv-
alent to a 1.0 Pg C yr21 anomaly above the 2.7 6 0.4 Pg C yr21 inversion
average for 2003–2012. The 2011 land sink estimates by the LPJ DGVM
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induced magnetization in the present field and,
second, that it could be a viscous remanent mag-
netization (VRM) acquired during prolonged ex-
posure of the magnetic minerals to the planetary
field and hence reflecting an unknown, but youn-
ger, age than that of the smooth plains. Although
both of these physical processes are likely to
operate, induced magnetizations cannot fully
explain the observed HPF field strengths, and
the net effect of VRM will be that our estimates
of ancient field strength are lower bounds (10).
Within the range of uncertainty of crustal

thickness (22–24) and magnetized layer source
depths (10), most or all of the magnetization
could reside withinMercury’s crust (Fig. 4). We
investigated whether such a scenario is consist-
ent with thermal evolution models, given mag-
netizations acquired at ~4 Ga. We estimated the
depth to Tc for a range of thermal gradients (Fig.
4). The Curie temperature was taken to be 325°C
(that of pyrrhotite) as a conservatively low value
for our calculations, and we used the maximum
average daily surface temperature predicted for a
range of Mercury’s orbital eccentricities from 0 to
0.4 (10, 25). The results indicate that even for high
thermal gradients at 4 Ga (26) the depth to Tc in
the Suisei Planitia region is at least 20 km. For
thermal gradients less than 8 K/km and upper
limits on the crustal thickness in the region, the
entire crust remains below Tc. These results im-
ply that acquisition and subsequent preservation
of an ancient crustal remanence bymagnetic car-
riers with Tc values of at least 325°C are con-
sistent with thermal models (10, 26–28), and for
carriers with higher Tc some remanence may be
carried by upper mantle material. Such a conclu-
sion is predicated on the assumption that the
surface temperature pole locations have remained
stationary in a body-fixed coordinate system since
the time that the remanent magnetization was
acquired (10). The symmetry of the ancient field
with respect to the present rotation axis supports
such a presumption by suggesting that, since that
epoch, there has been no substantial reorientation
of the crust (“true polar wander”) with respect to
the planet’s axis of greatest moment of inertia.
The simplest interpretation of the results pre-

sented here is that a core dynamo was present
early in Mercury’s history. If the dynamo was
thermochemically driven [e.g., (6, 29)], this find-
ing provides a strong constraint on models for
the thermal evolution of Mercury’s interior. In
particular, the existence of a core dynamo at the
time of smooth plains emplacement presents a
new challenge to such models. An early core
dynamo can be driven by superadiabatic cool-
ing of the liquid core, but in typical thermal
history models this phase has ended by 3.9 Ga.
A later dynamo can be driven by the combined
effects of cooling and compositional convection
associated with formation of a solid inner core
(26–28), but in most thermal history models
inner core formation does not start until well after
3.7 Ga. Further progress in understanding the
record of Mercury’s ancient field can also be
made with improved petrological constraints on
crustal compositions [e.g., (30)], information

on the candidate magnetic mineralogies implied,
and knowledge of their magnetic properties.
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CARBON CYCLE

The dominant role of semi-arid
ecosystems in the trend and
variability of the land CO2 sink
Anders Ahlström,1,2* Michael R. Raupach,3† Guy Schurgers,4 Benjamin Smith,1

Almut Arneth,5 Martin Jung,6 Markus Reichstein,6 Josep G. Canadell,7 Pierre Friedlingstein,8

Atul K. Jain,9 Etsushi Kato,10 Benjamin Poulter,11 Stephen Sitch,12 Benjamin D. Stocker,13,14

Nicolas Viovy,15 Ying PingWang,16 AndyWiltshire,17 Sönke Zaehle,6 Ning Zeng18

The growth rate of atmospheric carbon dioxide (CO2) concentrations since industrialization
is characterized by large interannual variability, mostly resulting from variability in CO2 uptake
by terrestrial ecosystems (typically termed carbon sink). However, the contributions of regional
ecosystems to that variability are not well known. Using an ensemble of ecosystem and land-
surfacemodels and an empirical observation-based product of global gross primary production,
we show that the mean sink, trend, and interannual variability in CO2 uptake by terrestrial
ecosystems are dominated by distinct biogeographic regions.Whereas the mean sink is
dominated by highly productive lands (mainly tropical forests), the trend and interannual
variability of the sink are dominated by semi-arid ecosystemswhose carbon balance is strongly
associated with circulation-driven variations in both precipitation and temperature.

S
ince the 1960s, terrestrial ecosystems have
acted as a substantial sink for atmospheric
CO2, sequestering about one-quarter of an-
thropogenic emissions in an average year
(1). This ecosystem service, which helpsmit-

igate climate change by reducing the rate of in-
crease of atmospheric greenhouse gases, is due to

an imbalance between the uptake of CO2 through
gross primary production (GPP, the aggregate
photosynthesis of plants) and the release of car-
bon to the atmosphere by ecosystem respiration
(Reco) and other losses, including wildfires (Cfire).
The net carbon flux (net biome production,
NBP = GPP – Reco – Cfire) results from the small
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SW US C cycle dynamics
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Figure 3.  Mean (±std. dev.) annual net ecosystem production, with sites ordered by mean annual NEP.  346 
the Southwest ecosystems ranged from persistent sinks to persistent sources, although 13 of 25 347 
ecosystems pivoted between sink/source years.  Colors correspond to those in Figure 1. 348 

 349 

Figure 4.  Spatial relationship of long-term mean annual GEP (top row a-c) and Reco (bottom row d-f) 350 
with mean annual temperature (a, d), mean annual precipitation (b, e) and mean annual 351 
evapotranspiration (c, f).  All slopes shown are significantly different from zero (panel a: p<0.05; panels 352 
b, c, f: p<0.01, n = 25 sites). 353 

Biederman et al. (2017) (and Scott et al. (2015))

Ø 50% sites switched between functioning as C sinks/sources in wet/dry years. 

à Moisture availability is clearly important!
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Beyond Carbon! 
Testing terrestrial biosphere model hydrology at semi-arid sites

ØCan TBMs capture soil moisture and ET dynamics at semi-
arid sites (case study SW US)?

ØWhat do we care about?

§ Seasonal dry moisture limited periods

§ Is moisture replenished after rain event (esp. monsoon)

§ “Flashiness” of rain events

§ (Long-term trends)

ØDoes the complexity of the soil hydrology scheme impact
modeled soil moisture and ET?
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Flagstaff 
Unmanaged 
Forest (Fuf),

Managed Forest 
(Fmf) and 
wildfire affected 
forest site (Fmf)

SW semi-arid sites

Biederman et al. (2017)

Santa Rita Mesquite 
(SRM) and grassland 
(SRG) sites

Walnut Gulch 
Shrubland (Whs) 
and Lucky Hills 
Grassland (Wkg)
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Model experiments

Ø 7 monsoon dominated sites in Arizona

Ø Gradient in elevation and vegetation type 
(grass, shrub and evergreen tree dominated)

Ø Site climate forcing, vegetation and soil
characteristics

Ø Gap-filled using Vuichard and Papale (2015) 
using downscaled ERA-I climate reanalyses

Ø ORCHIDEE TBM

Ø Test conceptual 2-layer soil hydrology model 
vs mechanistic 11-layer model
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Two hydrology versions
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Does a mechanistic hydrology model improve soil moisture 
simulations?

Ø Overall: YES! Mechanistic hydrology improves soil moisture temporal 
dynamics and magnitude across all sites/vegetation types
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Does a mechanistic hydrology model improve soil moisture 
simulations?

Ø Overall: YES! 
Ø But still some model–data discrepancies…
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Does a mechanistic hydrology model improve soil moisture 
simulations? 

Ø Looking at residuals à Considerable underestimate of soil moisture 
in both schemes during winter at the Flagstaff forested site…

Ø Probably due to issues with snow 
mass, snow melt or sublimation
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Does a mechanistic hydrology model improve soil moisture 
simulations?

Ø Overall: YES! 
Ø But model still overestimates soil moisture at low elevation shrub and 

grass dominated sites
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Does a mechanistic hydrology model improve soil moisture 
simulations?

Ø 11-layer: Decrease in residuals during heavy rainfall events at low 
elevation monsoon sites (shrub or grass dominated)…
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Does a mechanistic hydrology model improve soil moisture 
simulations?

Ø …but higher variability in residuals during rainfall events
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Does a mechanistic hydrology model improve soil moisture 
simulations?

Ø 11-layer model too quick to respond to “flashy” events…

Time series

Residual
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Does a mechanistic hydrology model improve 
evapotranspiration (ET) simulations?

Ø Mechanistic hydrology improves soil moisture temporal dynamics 
and magnitude     à improvement in ET
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Does a mechanistic hydrology model improve 
evapotranspiration (ET) simulations?

Ø Improvement in 
empirical water 
stress function

Ø Improvement in 
synoptic temporal 
ET dynamics during 
moisture limited 
periods…
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Does a mechanistic hydrology model improve 
evapotranspiration (ET) simulations?

Ø ET mean seasonal cycle much improved with 
mechanistic 11-layer hydrology
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Summary

Ø Mechanistic hydrology does improve temporal dynamics (and 

magnitude) of soil moisture for SW semi-arid sites (across 

elevation/vegetation gradient)

Ø Consequent improvement in ET seasonal cycle and magnitude à

particularly during periods of moisture limitation

Ø Some issues remain:

i) snow at high elevation sites à consequences for impacts of 
changing snowpack in moisture/snowmelt driven mountain 
ecosystems?

ii) LAI / vegetation seasonality of drought deciduous 
trees/shrubs à impacting transpiration and E:ET ratios? 
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Perspectives for model-data comparisons at flux sites….

Specific to Ameriflux/FluxNet:

Ø Soil moisture and LAI are very helpful for modelers!

More generally:

Ø Digging into model processes at site level…how best to go 

about this? 

Ø Collaboration between site PIs and modelers is extremely 

valuable

Thank you to the Ameriflux Network and site PIs for 
providing such valuable datasets!
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Additional slides
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US-SRM spring ET issues related to bare soil evaporation : 
transpiration partitioning?

Ø Tested a resistance term to bare soil evaporation 
à but not solved the problem….

Sellers et al. (1992)
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Does a mechanistic hydrology model improve soil moisture 
simulations? 

Ø Looking at residuals à Considerable underestimate of soil moisture 
in both schemes during winter at the Flagstaff forested site…

Ø Probably due to issues with snow melt 




